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Activités d’un Enseignant Chercheur pouvant être aidées par un LLM

Enseignement

Produire des ressources pédagogiques

Produire des ressources d’évaluation

Répondre aux questions des étudiants

Chercheur

Étudier des articles

Faire de la recherche : hypothèse, expérimentation, validation

Publier

Administratif

Organiser : emploi du temps, stages étudiants, relations internationales, etc.

Rédiger : appels à projet, enquêtes, rapports

Représenter : conseils, comités, commissions, etc.
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Répondre aux questions des étudiants

Chercheur
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Attention !

Les copies d’écran proposées sont réelles
avec donc des fautes de frappes,
d’orthographes, etc.

Je vais faire de l’anthropomorphisme. . .
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Quels LLM j’utilise ?

ChatBot

ChatGPT, Gemini, Le chat

Pour discuter, obtenir des réponses, obtenir des exemples de textes ou de codes, me
corriger un texte, me proposer un plan

Copilot

Visual Code, Emacs

Pour améliorer la productivité (code, texte, traduction, . . .)

NotebookLM

Pour obtenir des réponses référencées à des questions sur un corpus
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Enseignement

Contexte : remédiation de cours pour la pédagogie inversée
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Enseignement

Remédiation : produire le texte de voix off pour des vidéos (ChatGPT)
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Enseignement

Produire des QCM d’auto évaluation (ChatGPT)

LATEX en 30 min
où presque. . .

Nicolas Delestre

LATEX en 30 min 1 / 28

Quelques exemples 2 / 8

Pour insérer du pseudocode

procédure echanger (E/S a,b : Entier)

Déclaration tmp : Entier

debut
tmp ← a
a ← b
b ← tmp

fin

1 \procedure{echanger}

2 {\paramEntreeSortie{a,b : \entier}}

3 {tmp: \entier}

4 {\affecter{tmp}{a}

5 \affecter{a}{b}

6 \affecter{b}{tmp}

7 }

LATEX en 30 min 5 / 28
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6 / 14



Enseignement

Trouver des sujets d’examens (ChatGPT)
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Enseignement

Rédigez des sujets et corrections d’examens (ChatGPT)
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Enseignement

Rédigez des sujets et corrections d’examens (Copilot)
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Enseignement

Rédigez des sujets et correction d’examens : résultat

— si le nœud courant est une feuille, la somme préfixe vaut vi.
Soit les 9 valeurs vi suivantes :

2 1 3 1 4 5 8 7 1

1 2 3 4 5 6 7 8 9

1. Dessinez l’arbre de Fenwick pour ces valeurs. Vous penserez à indiquer pour les nœuds non feuille les intervalles
et les sommes des valeurs sur ces intervalles. Pour les feuilles vous indiquerez i et vi.

2. En utilisant l’arbre que vous venez de dessiner, calculez la somme préfixes pour l’indice 7. Expliquez votre
démarche.

2.2 Analyse (4 compétences)

On considère que les valeurs stockées sont de type entier et qu’elles sont indicées à partir de 1.

Soit le TAD ArbreFenwick pour lequel on peut :

1. créer un arbre de Fenwick à partir d’un nombre de valeurs, toutes nulles ;

2. créer un arbre à partir d’une liste de valeurs ;

3. savoir si un arbre de Fenwick est une feuille ;

4. obtenir les deux arbres de Fenwick (fils gauche et droit) lorsque l’arbre de Fenwick n’est pas une feuille ;

5. obtenir l’indice d’une valeur lorsque l’arbre de Fenwick est une feuille ;

6. obtenir les indices de l’intervalle lorsque l’arbre de Fenwick n’est pas une feuille ;

7. obtenir la valeur se trouvant à la racine d’un arbre de Fenwick : vi si c’est une feuille,
∑f

i=d vi sinon

8. additionner un entier à une valeur identifiée à partir de son indice.

Décrivez ce TAD (sans les axiomes et sémantiques).

2.3 Conception préliminaire (2 compétences)

Proposez les signatures des fonctions et procédures correspondant aux opérations du TAD ArbreFenwick.

2.4 Conception détaillée (7 compétences)

On décide de représenter le type ArbreFenwick à l’aide de la SDD ArbreBinaire (cette SDD est rappelée en
Annexe) de la façon suivante :

Type Contenu = Structure
val : Entier
iDebut : NaturelNonNul
iFin : NaturelNonNul

finstructure
Type ArbreFenwick = ArbreBinaire<Contenu>

Tel que :
— val est la valeur si le noeud courant est une feuille, ou si ce n’est pas une feuille, val est égale à la somme des

valeurs contenu dans ses deux sous arbres ;
— iDebut, iF in sont les indices de l’intervalle, ou l’indice iDebut = iF in pour les feuilles.

On rappelle que l’arbre de Fenwick permet de mettre à jour efficacement une des valeurs vi. Cette mise à jour
doit impacter les éléments concernés de l’arbre. Donnez l’algorithme itératif de la fonction ou de la procédure qui
permet d’additionner un entier à une valeur désignée par son indice (opération numéro 8 de la question 2.2)

2.5 Utilisation : somme préfixes (9 compétences)

Donnez l’algorithme récursif de la fonction ou de la procédure qui permet de calculer la somme préfixes des i
premières valeurs d’un arbre de Fenwick. Si i est plus grand que le nombre de valeurs alors la somme préfixes sera
la somme de toutes ces valeurs.

Votre algorithme récursif est-il terminal ? Qu’est-ce que cela implique ? Justifiez

2

Attendus d’apprentissages disciplinaires évalués

— AN201 : Identifier les dépendances d’un TAD
— AN203 : Savoir si une opération identifiée fait partie du TAD à spécifier
— AN204 : Formaliser des opérations d’un TAD
— AN205 : Formaliser les préconditions d’une opération d’un TAD

Nom: ArbreFenwick

Utilise: Booleen, NaturelNonNul, Entier, Liste

Opérations: afAPartirDeNZeros: NaturelNonNul → ArbreFenwick

afAPartirDeValeurs: Liste<Entier> ↛ ArbreFenwick

estUneFeuille: ArbreFenwick → Booleen

obtenirFilsGauche: ArbreFenwick ↛ ArbreFenwick

obtenirFilsDroit: ArbreFenwick ↛ ArbreFenwick

obtenirIndice: ArbreFenwick ↛ NaturelNonNul

obtenirIntervalle: ArbreFenwick ↛ NaturelNonNul × NaturelNonNul

obtenirValeur: ArbreFenwick → Entier

additionner: ArbreFenwick × NaturelNonNul × Entier ↛ ArbreFenwick

Préconditions: afAPartirDeValeurs(l): non estVide(l)

obtenirFilsGauche(af): non estUneFeuille(af)

obtenirFilsDroit(af): non estUneFeuille(af)

obtenirIndice(a): estUneFeuille(af)

obtenirIntervalle(af): non estUneFeuille(af)

additionner(af,i,v): (estUneFeuille(af) et obtenirIndice(af)=i) ou (non estUneFeuille(af) et avec d,f ←
obtenirIntervalle(af), i ∈ d..f)

2.3 Conception préliminaire (2 compétences)

Proposez les signatures des fonctions et procédures correspondant aux opérations du TAD ArbreFenwick.

Solution proposée :

Attendus d’apprentissages disciplinaires évalués

— CP003 : Choisir entre une fonction et une procédure
— CP004 : Concevoir une signature (préconditions incluses)

— fonction afAPartirDeNZeros (n : NaturelNonNul) : ArbreFenwick
— fonction afAPartirDeValeurs (vs : Liste<Entier>) : ArbreFenwick

⌊précondition(s) non estVide(l)

— fonction estUneFeuille (af : ArbreFenwick) : Booleen
— fonction obtenirFilsGauche (af : ArbreFenwick) : ArbreFenwick

⌊précondition(s) non estUneFeuille(af)

— fonction obtenirFilsDroit (af : ArbreFenwick) : ArbreFenwick

⌊précondition(s) non estUneFeuille(af)

— fonction obtenirIndice (af : ArbreFenwick) : NaturelNonNul

⌊précondition(s) estUneFeuille(af)

— fonction obtenirIntervalle (af : ArbreFenwick) : NaturelNonNul × NaturelNonNul

⌊précondition(s) non estUneFeuille(af)

— fonction obtenirValeur (af : ArbreFenwick) : Entier
— procédure additionner (E/S af : ArbreFenwick, E i : NaturelNonNul, v : Entier)

⌊précondition(s) (estUneFeuille(af) et obtenirIndice(af)=i) ou (non estUneFeuille(af) et avec d,f ← obtenirInter-
valle(af), i ∈ d..f)

3
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Recherche

Analyse bibliographique (NotebookML)
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A SURVEY OF PROMPT ENGINEERING METHODS IN LARGE
LANGUAGE MODELS FOR DIFFERENT NLP TASKS

Shubham Vatsal & Harsh Dubey
Department of Computer Science
New York University, CIMS
New York, USA
{sv2128,hd2225}@nyu.edu

ABSTRACT

Large language models (LLMs) have shown remarkable performance on many different
Natural Language Processing (NLP) tasks. Prompt engineering plays a key role in adding
more to the already existing abilities of LLMs to achieve significant performance gains
on various NLP tasks. Prompt engineering requires composing natural language instruc-
tions called prompts to elicit knowledge from LLMs in a structured way. Unlike previous
state-of-the-art (SoTA) models, prompt engineering does not require extensive parameter
re-training or fine-tuning based on the given NLP task and thus solely operates on the
embedded knowledge of LLMs. Additionally, LLM enthusiasts can intelligently extract
LLMs’ knowledge through a basic natural language conversational exchange or prompt
engineering, allowing more and more people even without deep mathematical machine
learning background to experiment with LLMs. With prompt engineering gaining pop-
ularity in the last two years, researchers have come up with numerous engineering tech-
niques around designing prompts to improve accuracy of information extraction from the
LLMs. In this paper, we summarize different prompting techniques and club them to-
gether based on different NLP tasks that they have been used for. We further granularly
highlight the performance of these prompting strategies on various datasets belonging to
that NLP task, talk about the corresponding LLMs used, present a taxonomy diagram and
discuss the possible SoTA for specific datasets. In total, we read and present a survey of
44 research papers which talk about 39 different prompting methods on 29 different NLP
tasks of which most of them have been published in the last two years.

1 INTRODUCTION

Artificial Intelligence has advanced significantly with the introduction of LLMs. LLMs are trained on huge
corpora of text documents with millions and billions of tokens. It has been shown that as the number of
model parameters increase, the performance of machine learning models improve and such has been the case
with these LLMs. They have attained unprecedented performance on a wide array of NLP tasks Chang et al.
(2023) because of which they have attracted a lot of interest from academia and different industries including
medicine, law, finance and more. The present phase of research on LLMs focuses on their reasoning capacity
via prompts rather than just next token prediction which has opened a new field of research around prompt
engineering.

Prompt engineering is the process of creating natural language instructions, or prompts, to extract knowledge
from LLMs in an organized manner. Prompt engineering, in contrast to earlier conventional models, relies
only on the embedded knowledge of LLMs and does not require extensive parameter re-training or fine-

1

39 pages
39 techniques de prompt
présentées
29 tâches de TAL présentées

11 / 14



Recherche

Analyse bibliographique (NotebookML)
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Administration

Reformater des données (ChatGPT)

⇒

12 / 14



Administration

Reformater des données (ChatGPT)

12 / 14



Administration

Reformater des données (ChatGPT)

12 / 14



Administration

Conclusion

J’utilise les LLM. . .

pour trouver des idées

pour gagner du temps

pour corriger ce que je rédige

pour réaliser des tâches répétitives

Techniques de prompt

Poser simplement la question de manière détaillée, en prenant quelques fois un rôle,
suffit pour avoir de ≪ bonnes ≫ réponses

Dans certains contextes, la technique du One-shot est utile
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Administration

Si c’est gratuit, c’est toi le produit. . .
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